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Introduction

For 25 years, countries exchanged an increasing amount of genetic material, as
frozen semen, embryos or live animals. Direct comparison of national estimated breeding
value (EBV) is not possible, because every country has its own way to calculate and to
express genetic merit, with different units and/or level for their base population. As an
example, USA uses transmission abilities (ETA) for a bull (half of his EBV), and pounds,
whereas France uses EBV and kilograms. National genetic evaluation systems (number
of lactation included for instance) can be very different from one country to another one.

r

Methods to compare bulls across countries became necessary. This comparison
allows people involved in dairy production to select best bulls not only among domestic
bulls but also among foreign bulls, anywhere in the world.

The current method used by INTERBULL, the organisation in charge of the
international evaluation, is a multiple-trait across country evaluation (MACE).
Application of this method requires estimation of the genetic parameters. The increasing
number of countries involved in the international evaluation and lack of connectedness
between some of the countries make this estimation more and more difficult, especially
the estimation of the covariances between countries. In this context, structural models
have been proposed to improve the estimation, more particularly by reducing the number
of parameters. One structural model, presented by Delaunay et al. (2002) has been tested
on simulated data and on the current matrix of genetic correlations used for the
international evaluations by INTERBULL. Aim of the present study was to test it on field
data.

After a review on international evaluations, the context of the study will be described
carefully. Then, the main results obtained will be presented and discussed.



I. General presentation of international evaluations

I.A. From conversion formulas to MACE

The idea of comparing animals across countries was old. For example, the FAO
(Food and Agriculture Organization) initiated a project where cows from different
countries were placed in the same experimental farm to compare their genetic level
(Stolzmann et a1., 1981). Such a method is expensive, time consuming and does not allow
comparison of many bulls.

I.A.1. Conversion formulas

The first method used is based on formulas that convert a bull's estimated
transmitting ability in the exporting country (A) to the base and unit equivalent in the
importing country (B). These formulas can be obtained from a simple regression of
country B on country A (Banos and Sigurdsson, 1996):

IB =a + b * IA •

where
IA =original national evaluation of a bull in country A,
IB =converted evaluation of the same bull in country B,
a == intercept representing the genetic base difference between A and B, and
b == slope representing the scale difference, and the genetic correlation between A and B.

The theoretical expectation for the slope is:
(J'

b == P *-.1L, where
g (J'

A

pg == genetic correlation between countries A and B,
(JA == genetic standard deviation in country A, and
(JB == genetic standard deviation in country B.

This method is straightforward and easy to apply.

Coefficients 'a' and 'b' are computed from bulls evaluated in both countries A and B
(tested in both countries or first tested in country A and then exported in country B)
(Banos, 1994). Different methods have been developed by Goddard (1985) and Wilmink
et al. (1986) to calculate these regression coefficients. These require having unbiased
breeding values of bulls in both countries.
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Breeding values of imported bulls are known to be often problematic because of
several reasons including preferential treatment of their daughters, and non-random
mating. To avoid this, Mattalia and Bonaiti (1993) and Powel and Wiggans (1995) have
proposed procedure based on analysis of full sibs families. A 'family' should have at
least one full sib progeny tested in the importing country, and one in the exporting
country. In this method, the coefficient 'a' is estimated by comparing within families
Daughter Yield Deviations (DYD) of the bulls tested in one country to the DYD of the
bulls tested in the other country. The full sibs comparison can be used only when
sufficient number of families exists.

The DYD of a bull is the weighted average of daughter yields adjusted for solutions
for all fixed effects and genetic merit of mates (VanRaden and Wiggans, 1991):

tqprog wprog (Ci -~ami)
DYD = ...:../=...:..1 ----'- "-

II

Lq progW prog
i=1

where
n =number of daughters of the bull,
qprog =1 if daughter's dam is known and 2/3 if not,
Wprog =weighting factor depending of heritability of the trait and lactation length's
weight,
ami =genetic merit of mate of daughter i, and
Cj = yield deviation of daughter i from all fixed effects, i.e., Y, - FE,
with Yi =phenotypic record of the daughter i, and

FE =BLUE solutions for all fixed effect.

Conversion formulas have some limits. First, computation of conversion coefficients
is based only on a small and selected number of bulls, which can lead to biased
conversion equations. Moreover, it ignores genetic relationship between bulls, and
countries can only be compared 2 by 2 at a time.

I.A.2. Mixed linear model methods

I.A.2.a. Linear model of Schaeffer (1985)

This approach is based on analysis of DYD or deregressed national breeding values
of bulls from different countries with a linear model. Contrary to conversion equations, it
allows for the use of genetic relationship among bulls, 'which utilizes genetic links
between countries. In theory, an unlimited number of countries can be considered
sirnultaneously.
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The model proposed was:
y =Xc + ZQg + Zs + e ,

where

y = vector of observations,
c =vector of country of evaluation fixed effect,
g =vector of genetic groups effect, based on country and year of birth of the bull,
s = vector of random sire transmitting abilities,
e = vector of random residuals,
X =matrix that relates observations to countries,
Z =matrix that relates observations to sires, and
Q=matrix that relates sires to genetic groups.

Estimates of c, g and s are solutions of the Mixed Model Equation (MME). This
international BLUP allows for the use of the inverse of the additive relationship matrix
based on sire and maternal grandsire (MOS) of the bull, A-I. In this model, the residual
variance-covariance matrix is DO' e 2 , where D is a diagonal matrix with elements equal to
1 over nij, with nij =number of daughters for the jth sire in the ith country and cre 2 is the
residual variance. The sire variance-covariance matrix is AO's

2 where 0'/ is the sire
variance.

From these results, international sire evaluations are obtained by adding genetic
group solutions to the sire solutions.

Observations used in this model can either be DYD or deregressed national breeding
values of the bulls. DYD are not calculated by every country. Consequently, the variables
chosen for the linear model are the deregressed breeding values, which are analogous to
DYD (Schaeffer, 1994). The current method used to deregress national evaluation results
is described by Jairath et al. (1998). This procedure makes the observations independent
of genetic group effect and relationship among animals, to avoid counting it several times
(Sigurdsson and Banos, 1995), and it takes into account accuracy of the national breeding
values. Before analysis, observations are expressed in ETA and standardized within
country using the sire standard deviation (Banos, 1994).

This linear model assumes that there is no genotype - environment interaction,
contrary to the method of conversion formulas. Thus, in this linear model traits are
supposed to be the same in different countries. In other words, genetic correlations
between daughter performances across countries are equal to unity. Moreover, it does not
allow for different heritabilities of the trait for countries: sire and error variances are
assumed to be common to all countries.

4



I.A.2.b. MACE, Multiple-trait Across Country
Evaluation (Schaeffer, 1994)

MACE is a multiple-trait across countries sire evaluation, where traits in different
countries are considered as different and genetically correlated traits. It allows different
heritability for each country and requires estimates of genetic correlations among sire
genetic effects in different countries. The linear model uses is:

where

Yi = vector of dere,gressed breeding value of bulls for country i,
~i =mean for country i which reflect the definition of the genetic base for country i,
g,=vector of genetic groups effects,
s. =vector of random sire transmitting abilities for country i,
ei =vector of random residuals,
Zi =matrix that relates observations to sires, and
Q =matrix that relates sires to genetic groups.

For t countries, the variance - covariance matrices of the random effects are:

D1a
el

z 0 0 A 2 Aa
s12

Aase1 Sl «: 1/

0 D2a e2

2
Aa"21 A 2 Aasez S2 a S2V = and V = 2/

et 0 Dtae, 2 Sf Aas Aas Aa:
/I ,2 /I

where

D, =diagonal matrix with elements equal to lover nij, with nij =number of daughters for
the.j" sire in the i1h country,
cre3=residual variance for country i,
A =additive relationship matrix based on sire, MGS and maternal granddam (MGD) of
the bull, with MGD considered as a phantom parent group,
crs? =sire variance for country i, and
crsij = sire covariance between countries i and j.

Current calculation of oi, crsij and cri is based on EM-REML procedures
(Sigurdsson et al., 1996; Sullivan, 1999).

This multiple-trait approach allows different international rankings of sires for
different countries. Indeed, the best bull of a country with extensive system and warm
climate is not necessary adapted to an intensive system and cold climate, and MACE
takes this into account.
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I.A.2.c. Improvements in MACE

Since its first description in 1993, MACE has been improved. For example,
weighting factor to take into account accuracy of national sire breeding value that simply
was based on number of daughters of the bull (D. in the equations above) was not
sufficient. Differences exist between sires in the distribution of progeny across herds, the
number of lactation of the daughters, their stage of lactation and the number of
contemporaries (Weigel, 2002). Fikse and Banos (2001) proposed several factors to
consider these different aspects which have an influence on the accuracy of daughter
information. Since November 2002, one of these studied weighting factors, based on
effective daughter contribution (EDC) considering contemporary group size, correlation
between repeated records and the reliability of the daughter dam evaluation, is used in
current MACE procedure (INTERBULL, 2003).

Some other studies have been done on definition of genetic groups, or on amount of
historical data to be used (time edit) (Weigel and Banos, 1997; De Jong, 2003; Fikse,
2003).

Another concern is the consideration of multiple breeding values per bull for each
evaluated trait (e.g., first to third lactation for milk). Nowadays, countries provide only
one national breeding value per bull, as MACE can not handle more. Schaeffer (2001)
extended MACE to accommodate multiple-trait models within a country (MTMACE).
This approach involves many genetic (co)variances estimations, both within and across
countries.

/.B. Other alternatives for international evaluations

Weigel (2002) suggested to consider individual performance records of cows instead
of sire national EEV for international evaluation. In his approach, he also proposes to
group herds without regarding country borders but using management, climate and
genetic variables (e.g., herd size, milk yield, temperature, percent of North American
genes). This idea is based on the fact that herds can be more different within a country
(example from North to South of USA) than between two neighboring countries (e.g.,
Belgium and Netherlands). Herds of all countries participating in international evaluation
would be grouped into clusters according these descriptive variables. Genetic correlations
are assumed to be unity within the clusters (Weigel and Rekaya, 2000; Zwald et al.,
2003). For Holstein data from 17 countries, the number of clusters varied from 5 to 7,
depending on the implementation of the cluster algorithm. Only genetic correlations
between clusters needed to be estimated, which reduced the number of parameters
considerably. Then a direct multiple-trait BLUP analysis, where each cluster was
considered as a different trait, was computed based on individual animal performances,
using a sire model (Appendix 1).
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First results show that this method is feasible, for a large number of countries.
Further research should be developed to identify the most appropriate variables to form
clusters.

The main disadvantage of the suggestion of Weigel is that the international sire
model used is much less sophisticated than the national models, which usually included
the most appropriated fixed effects for the countries. Other problems are more political,
because countries are maybe not ready to accept the herd clustering procedure, and to
loose control of fixed effects included in the model.

As an alternative, the joint European project (PROduction Traits European Joint
Evaluation, PROTEJE) presented by Canavesi et al. (2001, 2002) is also based on
individual performance records, but maintains the modelling of environmental effects at
the national level. It suggests to provide records adjusted for all fixed effects in the
national evaluation. A simple model, including additive genetic and residual effects,
could be used for international evaluation, based on these pre-adjusted records. In this
approach, each country is still considered as a different trait. Both cows and bulls can
receive an international evaluation.

I.e. Roles of INTERBULL, the INTERnational BULL
evaluation service

I.C.1. History

INTERBULL is a non profit organization founded in 1983 by FEZ (Federation
Europeenne de Zootechnie), IDF (International Dairy Federation) and ICRPMA
(International Committee for Recording the Productivity of Milk Analysis, the current
ICAR, International Committee for Animal Recording). FAO joined this group later.
Since 1988, INTERBULL has been a permanent sub-committee of the ICAR. In 1991,
the INTERBULL Centre, its operational unit, was established in Upssala, Sweden, under
contract with the Swedish University of Agricultural Sciences. In 1996, the European
Union (EU) appointed the INTERBULL Centre as its reference body for international
evaluation of dairy cattle (INTERBULL, 2001).

The first objective of INTERBULL was to standardize methodology used in making
comparisons between countries in order to reduce the political tensions caused by
different comparison practices (Schaeffer, 1993). In the beginning, INTERBULL
proposed minimum requirement and guidelines to compute regression coefficients in
conversion formulas which was the responsibility of importing country (INTERBULL,
1990).

More recently, INTERBULL has conducted international evaluations of dairy bulls,
using MACE. The first evaluation was in August 1994, for Ayrshire and Holstein bulls
from Denmark, Finland, Norway and Sweden. The second evaluation was in February
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1995 for five breeds (Ayrshire, Brown Swiss, Guernsey, Holstein and Jersey) and a total
of 10 countries (Canada, Denmark, Finland, France, Germany, Italy, the Netherlands,
Norway, Sweden and US) (Banos and Sigurdsson, 1996).

J.C.2. Activities

Nowadays, INTERBULL has four major activities (www.interbLlll.org):

- Communication (seminars, workshops, Interbulletin, web site)
- Research and Development
- International Genetic Evaluation Service
- Technical support

The International Genetic Evaluation Service involves the computation of 4 routine
evaluations and 2 test runs per year for production, conformation and udder heath traits
(Tables 1 & 2). The purpose of the test runs is to test new data or models. Other traits are
scheduled to be included in the future, as longevity, calving traits and female fertility. A
description of the procedure for test runs and routine evaluations is in Appendix 2.

Table I: Schedule of routine evaluations and test-runs.
Service Schedule
Routine evaluations February, May, August & November
Test-runs March & September

Table 2: INTERBULL Evaluation, May 2003.

Traits Description of traits
Number of Number of
countries breeds

Production Fat, Protein & Milk yield 25 6

Conformation Stature, Chest width, Body depth, Angularity, 18 4
Rump angle, Rump width, Rear leg set, Rear leg
rear view, Foot angle, Fore udder, Rear udder
height, Udder support, Udder depth, Teat
placement, Teat length, Overall conformation,
Overall udder, Overall feet & legs

Udder health Milk somatic cell & Clinical mastitis 17 5

Research and development projects conduced at the INTERBULL Centre mainly
deal with parameter estimation (use of data subsets, parsimonious models to reduce the
number of parameters, incorporation of prior information), on treatment of genetic
groups, MTMACE for traits as fertility, and validation of national evaluations.

8



I.C.3. INTERBULL Centre team

The INTERBULL Centre team consists of 5 full time persons: 3 for service activities
and 2 for research and development (Table 3). It is supported by the INTERBULL
Secretary and 2 part time persons (for computer services and secretarial assistance).

Table 3: INTERBULL Centre team.

Service's activities

• Ulf Emanuelson
(INTERBULL Centre
Director)
• Thomas Mark
• Jette Jakobsen

Research &
Development
• Freddy Fikse
• Hossein Jorjani

Secretarial &
Computer services

• Interbull Secretary: Jan Philipsson
• Secretarial assistance: Siw Karlsson
• Computer services: Dan Englund

..

II. Context of this study

One of the major problems of MACE is the computation of genetic covariances. The
current genetic (co)variance matrix is very large. For the Holstein breed, for instance, 26
populations (country*breed) are evaluated, which involved the estimation of 325 genetic
correlations. The EM-REML algorithm currently used is time consuming and prevents
the simultaneous estimation of all these genetic correlations because it needs too much
memory (Appendix 3). Moreover, genetic correlations are close to the border of the
parameter space (all are between 0.76 and 0.96 for production traits), which can lead to
poor convergence.

This difficulty is becoming prohibitive because the number of countries involved in
the international evaluation increases, and many of these new countries have small
population and weak genetic connections with the other countries. In the future, the
replacement of MACE by MTMACE can not be considered without solving this problem
of estimation of genetic covariances.

'Structural models to reduce the number of parameters are one of the possible
solutions to face this problem.

II.A. Structural model of Rekaya et al. (2001; 2003)

ItA,1, Definition of the structural model

In parallel with the suggestion of clustering herds across country borders, Rekaya et
al. (200 1; 2003) proposed to use external data information to predict genetic correlations
between countries to face the problem of estimation of huge number of parameters. The
main idea of their approach is that countries are more or less correlated according to their
production system, which depends not only on geographical proximity, but also on

9



climate conditions, management practices and genetic composition of the cow
population. Two different structural models were studied, where the covariance between
two countries (crij) is written as a linear function of different explanatory variables, which
were measures of genetic similarity (OS), management similarity (MS) and climate
similarity (CS):

where

/.l =intercept common to all off-diagonal element of the genetic covariance matrix,
OSij == number of daughters of common bulls used in the two countries over the total
number of daughters of all bull of country i and j,
MSij == absolute value of the difference between the average milk yield in country i and j, .
over the sum of both averages, and
CSij = absolute value of the difference between heat indices for the month July in
country i and j, over the sum of both averages (with heat indices =T-R/20, where T =
average temperature and R =total rainfall in July).

II.A.2. Results

The first structural model (SM1) was based on OS and MS only, whereas the second
one (SM2) also included CS. No significant differences were observed between these 2
models.

These 2 models were tested on data of 13 countries (or regions) (Rekaya et al., 2001).
This procedure reduced the number of parameters to estimate, from 78 covariances with a
standard multiple-trait model to 4 (or 3 depending on the structural model): the regression
coefficients (a, b, c) and the intercept, !-t. Results showed that the structural model was
capable to explain the genetic covariance structure and gave similar estimates of genetic
correlations to the unstructured model. A similar observation was made by Rekaya et a1.
(2003) for data from five regions of the United States. The disadvantage of this structural
model is that the external information required (OS, MS and CS) is not always available
and the choice of variables is arguable. The advantages of this structural model are its
abilities to reduce the number of parameters and to explain correlations even when
countries have poor genetic links with other countries.

I/.B. Structural model of Delaunay et al. (2002)

The study of Delaunay et aI. (2002) is a part of PROTEJE (section I.B.). One of the
objectives of this project was to find a method to reduce rank of genetic correlations
matrix.
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II.B.l. Definition of the structural model

Contrary to the structural model of Rekaya et al. (2001), the model of Delaunay et al.
(2002) proposed to use the countries themselves to characterize differences between
countries, instead of climate, management or genetic variables. The idea was that a set of
unobserved variables for each country condition the genetic correlations between
countries. The countries could be represented in a space in k dimensions (k < number of
countries), in which the coordinates of the countries are the unobserved characteristics. In
this space, the genetic correlation between 2 countries i and j was defined by:

where Dij =the Euclidian distance between countries i and j:

where Xik =coordinate of country i for axis k, and
~k = coordinate of country j for axis k.

The covariances between two countries i and j was computed as:

where O'j =genetic standard deviation in country i, and
O'j =genetic standard deviation in country j.

This geometric representation can be illustrated by a simple example. Consider 4
countries A, B, C and D that define a 3-dimensional space. Country A is the center of the
space, B defines the first axis, C the second axis and D the third axis. The distance
between two countries determines the correlation between them. For example:

PBC= exp (-DBc) = exp [-~(P2 - Pl)2 + (P3)2 ]

country C
(p2,p3,O)

Figure 1: Representation of4 countries in a 3-dimensional space.

A

Axe2l
~
~ _.. -- _. _. _. ---_. _.
I
"

country A
(0,0,0)
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In this parameterisation, the number of parameters to estimate is 6 (coordinates PI to
P6), used to the same number of genetic correlations (PAB, PAC, PAD, PBC, PBD, pco; Figure
1). If a fifth country is added, the number of coordinates to estimate with the 3
dimensional structural model is 9 for 10 correlations (Figure 2). Table 4 shows the
possible reduction of the number of parameters for different number of countries
represented in a 3-dimensional space. For instance, the structural model could be used to
explain 325 correlations among 36 countries, by the estimation of only 72 parameters.

Figure 2: Representation of5 countries in a 3-dimensional space.

Table 4: Countries represented in
a 3-dimensional space.

Number of Number of
countries parameters

4 6
5 9
6 12
7 15

26 72

Number of
correlations

6
10
15
21
325

When two countries are located in the same place, the Euclidian distance between
them is zero, which leads to a genetic correlation of unity. If they are far away, then
distance is long and the genetic correlation is close to zero (Figure 3). Genetic
correlations are always less or equal to 1. Inconvenience is that only positive correlations
can be modelled. To allow for negative correlations with this structural model,
observations should be multiplied by (-1).

Figure 3: Genetic correlation in relation to distance between 2 countries.
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11.8.2. Results

The structural model has been tested by Delaunay et al. (2002) on simulated data.
Simulated milk yields of 51200 cows from 5 generations and 4 countries were analyzed,
assuming genetic correlations of either 0.90 or 0.99 between all the countries. An AI
REML algorithm (Gilmour et al., 1995), implemented in the ASREML software package
(Gilmour et al., 2000) was used to estimate genetic (co)variances, either with an
"unstructured" model or structured models in a I, 2 or 3-dimensional space.

Results showed that the maximum log-likelihood value and the estimated genetic
correlations were identical with the "unstructured" model and the structural model in a 3
dimensional space, where genetic correlations among countries were 0.90. It is interesting
to notice that "unstructured" model failed when genetic correlations among countries
were 0.99, because the correlations were too close to the border of parameter space. In
this special case, the structural model gave good results. The structural model in a 2
dimensional space reduced the number of parameters to estimate from 6 to 5, and gave no
results that were statistically different from the "unstructured" model. In a l-dimensional
space, the estimated genetic correlations for 0.90 were very different to the true ones, and
there were less different for 0.99. The log-likelihood was not significantly lower than for
a structural model with 2 or 3 dimensions (Table 5).

Rg =0.99
Table 5: Maximum log-likelihood value.

----:::------=--=-=,--------=--=--=--=----
Rg = 0.90

Unstructured Model
Structural model - 3 dimensions
Structural model- 2 dimensions
Structural model - 1 dimension

-24887.7
-24887.7
-24888.2
-24914.1

Did not converge
- 24543.5
·24543.7
- 24544.9

Source: Delaunay et al.. (2002)

<ili-----'

comparison

The structural model was also tested with the genetic correlations matrix currently
used by INTERBULL (Holstein breed, 26 countries, milk yield evaluation of May 2002;
Delaunay et al., 2002). Genetic parameters were not estimated, but only a
reparameterisation of the genetic correlation matrix with the structural model was done.
They considered several numbers of axes, from 1 to 6. All the possible combinations of
the countries were studied to define axes. For each combination and each dimension, the
coordinates obtained with the structural model were used to compute a genetic correlation
matrix, which was compared with the original one (Figure 4). Results are in Table 6.

Figure 4: Reparameterisation ofthe current genetic correlation matrix.

Current genetic correlation matrix ...-------,
{).

Coordinates obtained with structural model
in k dimensions

{).

Compute genetic correlation matrix
from coordinates
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Table 6: Structural model with genetic correlation matrix used by INTERBULL.

Dim Parameters Best combination for axes countries IRgilb-Rgstrl
Max Mean >0.03

1 25 AUS-GBR 0.13 0.04 37%
2 49 AUS-GBR -IRL 0.10 0.03 28%
3 72 NZL-ITA-CAN-IRL 0.08 0.02 21%
4 94 AUS-NDL-HUN-CSK-DEU 0.07 0.02 16%
5 115 NZL-ITA-CAN- CHE -CSK- DEU 0.07 0.01 10%
6 135 NZL-USA-NDL-DEU-CHE-CSK-HUN 0.08 0.01 10%
25 325 The 26 countries 0 0 0%
With Rgilb = genetic correlationmatrix used by lnterbulland Rg,,,= genetic correlation matrix computed after paratneterisation,
Source: Delaunay (personalcommunication}

In a structural model with 1 dimension, 37% of computed correlations differed from
more than 0.03 in absolute value from the original correlations, with a maximum of 0.13.
With 5 dimensions, this maximum was reduced to 0,07 and the average difference in
absolute value was 0.01. Ten percent of the correlations still differed for more than 0.03
from the INTERBULL correlations: these were mainly for countries with poor links with
other countries, like Slovakia, Estonia, Israel or South Africa. In this 5-dimensional space
only 115 parameters needed to be estimates instead of 325 with an "unstructured" model.

Countries which defined axes that best explained the whole INTERBULL genetic
correlation matrix were Australia (AUS), Great Britain (GBR), Ireland (IRL), New
Zealand (NZL), Italy (ITA), Canada (CAN), The Netherlands (NLD), Hungary (HUN),
Czech Republic (CSK), Germany (DEU), Switzerland (CRE) and The United-States
(USA). It is important to notice that these "best combination of axes countries" were
based on the comparison with the current genetic correlations matrix taken as a reference.
These were not the best axes countries in an absolute sense for Holstein milk yield data,
as they depended on the reliability on the estimates of the current genetic correlations.

III.Application of the structural model of Delaunay et al. (2002)
on international data

The study of Delaunay et al. (2002) showed that the structural model was able to
explain genetic covariances between countries with simulated data. The transformation of
the genetic correlations matrix used by INTERBULL in routine evaluations with the
structural model gave interesting results. The next step was to test this method on
international data at INTERBULL Centre.

The first aim of this study was to compare results of the structural model with those
obtained with an "unstructured" model, using AI-REML. This comparison was made for
cases involving both well and poor-connected countries.

The second aim was to study the possible use of the coordinates to calculate directly
genetic correlations, without having to estimate them. For example the country A (not an
axis country, is in a k-dirnensional space, and its coordinates are estimated with the

14
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structural model. Another country B (not an axis country) is in the same k-dimensional
space, and its coordinates are also estimated. By construction, the correlation between A
and B could be obtained, from the coordinates of A and B relative to the same space.

The last objective of this work was to analyze how the choice of countries that define
the axes of the space could influence the results.

III.A. Materials and Methods

III.A.1.Data

Data available were deregressed national breeding values of bulls and their EDC used
for Holstein milk yield international genetic evaluation of February 2003 (26
countries*breeds). Data were edited to include only national evaluations for bulls born
after 1984. All the observations were included in estimation of the genetic correlations,
contrary to the current INTERBULL practice of creating subsets of well-connected bulls.

Different subsets of thell following countries have been analyzed: Canada (CAN),
Germany (DEU), Denmark (DNK), Finland (FIN), France (FRA), The Netherlands
(NLD), The United States (USA), New Zealand (NZL), Australia (AUS), Estonia (EST)
and Hungary (HUN). Number of bulls and common bulls are presented in Table 7, and a
description of the different subsets of countries is in Table 8.

Table 7: Number ofbulls with records in the country (on the diagonal) and number of
common bulls (above the diagonal).

CAN DEU DNK FIN FRA NLD USA NZL AUS EST HUN
CAN 5264 246 90 11 201 263 726 329 339 17 196
DEU 11197 134 23 306 556 467 200 197 31 178
DNK 4538 15 82 135 110 85 77 8 91
FIN 607 26 21 19 15 10 0 14
FRA:. 8037 253 420 146 180 8 120
NLD 6461 622 357 257 22 172
USA 17458 431 484 19 289
NZL 2997 412 8 147
AUS 3544 6 110
EST 265 10
HUN 1276
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Table 8: Number ofobservations, bulls with records and genetic groups for each subset
ofcountries analyzed.

Subsetof
countries

NLD-USA-NZL-HUN-DNK
NLD-USA-NZL-HUN-CA/\J-EST
NLD-USA-NZL-HLIN-FRA-AUS
i\ILD-USA-NZL-HUN-DI\JK-FIN
NLD-USA-NZL-HUN-DEU-FRA
NLD-USA-NZL-HUN-DEU-CAN-EST
NLD-USA-NZL-HUN-FRA-AUS-DNK-FIN
NLD-USA-NZL-HUN-FRA-AUS-CAN-EST
NLD-USA-AUS-HUN-CAI\J-EST

III.A.2.Models

Number of
observations

32730
33721
39773
33337
47426
44918
44918
45302
34268

Number of
bulls

31009
31208
36813
31586
44363
41542
41760
41263
31804

Number of
genetic groups

33
32
39
34
46
46
47
44
33

III.A.2.a. Structural model (SM)

The sire model described in Chapter I (section LA.2.b.) was applied. The residual
variance of the model considered the effective daughter contributions (EDe) as explained
in section LA.2.c. Genetic groups, considered as fixed effects, were based on selection
path*year of birth*origin. Small groups were merged together first by origin, then by
year of birth. Minimum group size was 500 bulls. Number of genetic groups formed for
each subset of countries is in Table 8.

The structural model of Delaunay et al. (2002) described in Chapter II (section ILB.)
was used. Choice of countries to define axes was based on results of Weigel and Zwald
(2002) (Table 9). One country was selected in each cluster: The Netherlands defined the
origin of the space, USA the first axis, New Zealand the second axis and Hungary the
third axis, unless mentioned otherwise. These countries appeared also in the best
combinations of axes countries determined by Delaunay (Table 6).

Table 9: Clusters of Weigel and Zwald (2002).

Characterization Herds from

Cluster 1

Cluster 2

Cluster 3

Cluster 4

High average milk yield

Large herd size

Low peak milk yield, low percentage of
North American Holstein genes and
low days to peak yield

Small herds with a high percentage of
North American Holstein genes
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III.A.2.b. Classical Model (eM)

To compare results, an "unstructured" model, called classical model hereafter, was
applied. To consider the EDC of each observation, it used the following linear model:

D~1/2 y. =D~1I2 II. 1+ D.-I /2 Z. (Qg.+s.) + D~II2e.,
I I J""'" I I I 1 I I

where D, is a diagonal matrix with elements equal to lover the EDCij, effective daughter
contribution of the jth sire in the ith country and Yi , Jli, g., Si , ej , Z, and Q are the same as
in the structural model.

This model was obtained after pre-multiplying the left and the right side of MACE by

Dj-
1/ 2

• This was done to consider the weighing factor, as the program used to estimate

variance components for the classical model could not handle weights in the R matrix.
For more details, cf. Appendix 4 (F. Fikse).

Parameters to estimate

The total number of parameters for each model is given in Table 10. For both
models, the residual variances and the genetic variances within countries need to be
estimated. In the classical model the genetic covariances across countries are estimated.
In the structural model the coordinates for each axis are estimated for each country.

Table 10: Number of arameters to estimate.

Classical model

2
count(count -1)

count +-----
2

count:No. countries;axes:No.axes

Structural model

axes(axes -1)
Zcount + +(count - axes)axes

2

III.A.3.Algorithrn

An AI-REML algorithm was used to estimate genetic (co)variances for the classical
and the structural model.

The classical model used the program AIREMLF90 (Druet et al., 2003a), whereas
the structural model used a modified version of the program AIREMLF90 that could
weigh each observation by EDC (Druet T., personal communication).

The genetic (co)variance matrix contains genetic variances and covariances. For the
structural model, the covariances were a nonlinear function of the coordinates. In this
case, the AI-RElViL algorithm used a simplified average information matrix, ignoring
non-zero terms of the second derivative of the genetic (co)variance matrix. (Gilmour et
al., 1995).
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Implementation of the AI-REML algorithm allowed for user-specified covariance
structure for random effects (Druet et al., 2003b). This is achieved by defining a function
"own". If the covariances are a function of the variables X, then the function "own"
computes, from the genetic variances and these variables, the genetic (co)variance matrix
and the first derivatives of the genetic (co)variances matrix with respect to the genetic
variances and the variables X. Such an "own" function, where the variables X were the
coordinates, has been programmed at the INTERBULL Centre for the structural model,
for any number of countries and axes.

Asymptotic standard errors of genetic correlations were approximated from
asymptotic standard errors of the parameters obtained as the inverse of the AI matrix.
This procedure was based on Taylor Series expansion (Appendix 5, F. Fikse).

For the classical model, the AI-REML algorithm was based on:
pCt+l) =pCt) + b. ,

where pCt+l) were the new parameters at iteration (t+ 1), pet) were the parameters at
iteration t and b. was the change between 2 iterations. The change b. depended on the
inverse of the information matrix MCt) , and the first derivative of the log-likelihood with
respect to the parameters P, called the gradient dCt). Each was evaluated at iteration t
(Hofer, 1998).

If the AI-REML update yielded a genetic covariance matrix that was not positive
definite, a new update was computed that combined the AI with an EM update weighted
such that the new parameters were in the parameter space (Jensen et al., 1997)

For the structural model, the algorithm was based on:
pCt+l) = pCt) + Yb. ,

where y is the step size.

The algorithm started with y =1. Two situations were possible.
CD -210gL computed from (pCt) + YI:!:.) decreased. Then new parameters pCt+l) were retained
because they were better than previous ones pCt).
<V-210gL increased. p Ct+l) were not retained and the program continued with dividing y
repeatedly by 2 until -210gL decreased. Then parameters corresponding to the lower
-210gL were kept as the new ones.
Next step was the computation of a new !1 from the parameters obtained from case CD or
<V. A new cycle started with y =1 as described above.
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III.A.4.Model comparison

Results of the estimation of parameters are presented as genetic correlations:

O'ij
Rgij = Pij = -----'--

O'i O'j

where Pij is the genetic correlation between countries i and j (denoted Rg in the
following), (J ij is the genetic covariance between countries i and j, (Ji is the genetic
standard deviation in country i.

Models were compared using:
- Differences in estimated genetic correlations (Rg).
- Minus two times the logarithm of the likelihood function: -2logL. For the classical
model, -2logL was transformed to allow comparison with the structural model, as
explained in Appendix 4 (F. Fikse).
- Two information criteria which take into account the number of parameters to estimate:
Akaike's Information Criterion (AIC) and Schwarz' Bayesian Information Criterion
(BIC). BIC puts more weight on number of parameter than AIC; it prefers parsimony
(Wolfinger, 1993). Lower AIC or BIC values correspond to the better model.

AIC =-2logL + 2q , and

BIC =-2logL + q log(n-p) ,

where q is the number of parameters, n is the number of observations, p is the rank of
fixed effects matrix computed as p =(No. genetic groups + 1)* No. countries. Number of
observations and number of genetic groups are in Table 7.

III.B. Results anddiscussion

111.8.1.Comparison of structural and classical models (8M and
eM)

1Il.8.1.a. Illustration with a 5 countries subset.
including Denmark

Genetic correlations between 5 countries (the 4 axes countries and Denmark) have
been estimated with 3 different models: the classical model (eMS), a structural model
with 4 dimensions (SM45) and a parsimonious structural model, with 3 dimensions
(SM35).
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Table 11: Estimated genetic correlations from SM35 and their standard errors (above
diagonal), deviations (SM35-CM5) in estimated genetic correlations and deviations in
standard errors (below diagonal).

NLD USA NZL

0.955
(0.007)
0.968
(0.011)

0.747
(0.019)

0.872
(0.020)

0.857
(0.015)
0.886
(0.020)

0.685
(0.026)

-0.006
-0.007

0.927 0.779
(0.006) (0.016)

0.724
(0.012)

0.002
-0.001

-0.005 0.017
0.011 0.006

-0.001 -0.001 -0.005
-0.004 0.004 0.008

-0.001 -0.006 -0.056
-0.010 -0.005 0.007

NZL

HUN

DNK

NLD

USA

In bold: more than 0.02 of difference in Rg

SM35SM45

Table 12: Number ofparameters and iterations, -2logL and information criteria for
CM5, SM45 and_S_M_3_5. _

CM5

No. parameters
No. iterations
-210g L
AIC
BIC

20
4

424709.3
424749.3
424917.1

20
2

424717.0
424757.0
424924.8

19
34

424717.0
424755.0
424914.4

SESM45

Table 13: Coordinates ofthe countries estimated with SM35 and SM45, and their
standard errors.--------------

SM35 SE

NLD 1
NLD2
NLD 3
NLD4

o
o
o

o
o
o
o

USA 1 0.076 (0.006)

USA 2 0
USA3 0
USA 4

NZL 1 -0.240 (0.081)

NZL2 0.072 (0.279)

NZL3 0
I\JZL 4

HUN 1 0.099 (0.030)

HUN 2 -0.065 (0.285)

HUN3 0.099 (0.181)

HUN 4

DNK1 0.045 (0.006)

DI\JK 2 0.009 (0.026)

DNK3 -0.002 (0.040)

DNK4

0.076 (0.006)

o
o
o

-0.240 (0.085)

0.072 (0.303)

o
o

0.099 (0.030)

-0.065 (0.302)

0.099 (0.196)

o

0.045 (0.006)

0.009 (0.116)

-0.002 (0.092)

-S.l8E-OS (1.732)
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Genetic correlations estimated from the classical model and the structural models
varied from 0.685 to 0.974, and standard errors ranged from 0.006 to 0.027 (Table 11).
The coordinates varied from -0.24 to +0.099 (Table 13). To understand how to compute
the genetic correlations from the coordinates, let's illustrate it with Hungary and
Denmark:

Rg HUN-DNK =exp(-D HUN-DNK) =exp (-~(-0.002 - 0.099)' + (0.009 + 0.065)' + (0.045 - 0.099)' )

= exp (- 0.136) = 0.872.

SM45 and SM35 gave the same estimates of the genetic correlations and coordinates,
and had the same -210gL (Tables 12 & 13). Information criteria were lower for SM35
which had one parameter less. The additional coordinate in SM45 was close to zero,
which meant the 4th axis was not useful to estimate the genetic correlations. On the
contrary, it led to higher standard errors because the same amount of information is used
to estimate more parameters.

Genetic correlations estimated by SM3S were very close to those estimated with
CMS, except the one between Denmark and New Zealand that differed for almost 0.06.
This correlation was based on the lowest number of common bulls in this subset of
countries (Table 7), which could explain why it was less stable than the others. Higher 
2logL observed for SM35 was compensated by the reduction of parameters as shown by
lower BIC criteria.

CMS and SM45 gave different estimates of genetic correlations, although SM45 had
the same number of parameters. CM5 has a better fit than SM45 as indicated by the lower
-210gL. One explanation could be that SM45 imposed more constraints on the genetic
correlations. Delaunay et al. (2002) had already mentioned this problem for a spatial
representation of the correlations. For example, 3 countries A, Band C could be
represented in a 2-dimensional space. Correlations between A and B could be
transformed into a distance DAB, using the definition of the correlation in the structural
model. Similarly, the other correlations determine DAC and DBC. But if the sum of DAc
and DBC is less than DAB, then a spatial representation of these genetic correlations is
impossible. The triangle (A,B,C) can not be formed. This was observed for the genetic
correlations estimated with eM5: they could not be converted into coordinates in a
4-dimensional space.

III.B.1.b. Effect of connectness: illustration with a 6
countries subset including Canada and Estonia.

Two countries which differed in the amount of genetic ties were added to the fOUT

axes countries. Canada was chosen as a well connected country (number of common
bulls ranged from 196 to 726 with the axes countries; Table 7), and Estonia as a poor
connected one (number of common bulls vary from 8 to 22; Table 7). Canada and Estonia
had 17 bulls in common (Table 7). The structural model and the classical model were
used to estimate the genetic correlations.
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Table 14: Estimated genetic correlations from SM36 and their standard errors (above
diagonal), deviations (SM36-CM6) in estimated genetic correlations and deviations in
standard errors (below diagonal).

NLD USA NZL
0.798
(0,042)
0.841
(0,058)
0.620
(0,020)
o.rrs
(0,053)
0.839
(0,061)

0.943
(0,006)
0.959
(0,008)
0.724
(0,015)
0.872
(0,026)

-0.Q15
0.016

0.000
0,011

0.029
-0.001

0.847
(0,016)
0.883
(0,022)
0.680
(0,020)

0.923 0.768
(0,006) (0,016)

0.715
(0,012)

-0.001
0.000

-0.012 0.008
0.000 -0.005
0.002 0.000 0.006
0.000 0.010 -0.009

-0.002 0.000 0.024
0.000 0.005 -0.005

0.Q18 -0.006 0.098
-0.006 0.013 -0.063

NLD

EST

USA

NZL

HUN

CAN

In bold: more than 0.02 of difference in Rg

Table 15: Number ofparameters and iterations, -2logL and information criteriafor CM6
and SM36.

CM6 SM36

nb parameters
nb iterations
-210g L
AIC
BIC

27
7

440581.1
440635.1
440862.4

24
22

440584.8
440632.8
440834.9

The approximated standard errors for SM36 were higher for Estonia than for Canada,
which can be directly related to the number of common bulls (Tables 7 & 14).

Genetic correlations estimated with SM36 were not very different than those
estimated with CM except the correlation between Estonia and New Zealand that' was
almost 0.10 higher with SM36. The same observation was made for the correlation
between New Zealand and Finland that had also poor links with the other countries
(Appendix 6). Similar -210gL were observed for CM6 and SM36, but information criteria
were better for SM36, because of its parsimony (Table 15).

III.B.2.Use of the estimated coordinates to calculate
correlations

Three combinations of 6 countries have been analyzed with the structural model
(SM36). Pairs of countries that were added to the 4 axes countries were: France
Australia, Canada-Estonia and Denmark-Finland. Coordinates obtained with SM36 are in
Table 16.
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Table 16: Estimated coordinates and their standard errors for the 3 combinations with
SM36.

SM36 SM36 SM36
FRMUS DNKFIN CANEST

Coordinates SE Coordinates SE Coordinates SE
NLD1 0 0 0
NLD2 0 0 0
NLD3 0 0 0

USA1 0.077 (0.007) 0.075 (0.006) 0.080 (0.007)

USA2 0 0 0
USA3 0 0 0

NZL1 -0.222 (0.038) -0.222 (0.074) -0.225 (0.072)

NZL2 0.125 (0.075) 0.118 (0.147) 0.138 (0.123)

NZL3 0 0 0

HUN1 0.103 (0.030) 0.096 (0.030) 0.116 (0.032)

HUN2 0.054 (0.112) -0.053 (0.118) 0.005 (0.114)

HUN3 0.103 (0.064) 0.108 (0.055) 0.119 (0.019)

FRA1 0.010 (0.011)

FRA2 0.068 (0.020)

FRA3 0.017 (0.071)

AUS1 -0.113 (0.043)

AUS2 0.148 (0.043)

AUS3 -0.002 (0.112)

DNK1 0.046 (0.007)

DNK2 0.010 (0.022)

DNK3 -0.007 (0.023)

FIN1 0.083 (0.059)

FIN2 -0.095 (0.075)

FIN3 -0.053 (0.113)

CAN1 0.051 (0.006)

CAN2 -0.029 (0.007)

CAN3 0.004 (0.033)

EST1 0.169 (0.095)

EST2 -0.116 (0.172)

EST3 -0.093 (0.147)

Coordinates of the axes countries appeared stable across combinations; differences
were lower than the corresponding standard errors. The second axis defined by New
Zealand had higher standard errors (from 0,075 to 0,147) than other axes countries, which
was a little problematic and would have to be considered. France, Australia, Denmark
and Canada were in the plane defined by the Netherlands, USA and New Zealand. Their
coordinates for the 3rd axis were close to zero. For these countries, Hungary was not
interesting as axis country. On the other hand, Finland and Estonia were not in the plane
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NLD-USA-NZL, and moved away from it in the direction of the axis defined by
Hungary. Supposing that the third axis was not correctly chosen as axes country, the
positions of Finland and Estonia "imposed" by the third axis were not the optimum ones,
which could have consequences for the genetic correlations.

The coordinates of France - Australia, Denmark - Finland and Canada - Estonia were
relative to the same space defined by the 4 axes countries. That allowed to place France,
Australia, Denmark and Finland in a common space as shown in Figure 5. This common
space was defined as the average coordinates of the Netherlands, USA, New Zealand and
Hungary obtained from SM36FRAAUS and SM36DNKFIN, as shown in Table 17
(CALC). Distances between countries in this common space was used to compute genetic
correlations (CALC). Thus, correlations between France-Denmark, France-Finland,
Australia-Denmark and Australia-Finland were obtained without having to estimate them.

Similarly, France, Australia, Canada and Estonia could be combined in a common space.

In both cases, genetic correlations, -2logL and information criteria were compared
between CALC, SM38 and CM8 (Tables 18 &19). In addition, coordinates were
compared between CALC and SM38 in the case of France, Australia, Denmark and
Finland (Table 17). For the other example, coordinates are in Appendix 7.

Figure 5: Combination (CALC) ofthe coordinates obtainedfrom SM36FRAAUS
and SM36DNKFIN.

SM36FRAAUS ~.

SM36DNKFIN ,.
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Case "FRA - AUS - CAN - EST

CAN EST

Table 17: Coordinates and standard errors obtainedfrom combination ofSM36FRAAUS
and SM36DNKFIN (CALC) and those estimated with SM38.

CALC SE SM38 SE
NlD1 0 0
NlD2 0 0
NlD3 0 0

USA1 0.076 0.075 0.006

USA2 0 0
USA3 0 0

NZL1 -0.222
Average of

-0.182 0.069SM36FRAAUS
NZl2 0.121 and 0.175 0.082

I\lZl3 0 SM36DNKFIN 0

HUN1 0.099 0.094 0.029

HUN2 0.001 -0.017 0.055

HUN3 0.106 0.116 0.014

FRA1 0.010 0.011 0.012 0.011

FRA2 0.068 0.020 0.052 0.021

FRA3 0.017 0.071
From

0.046 0.023

SM36FRAAUS
AUS1 -0.113 0.043 -0.113 0.039

AUS2 0.148 0.043 0.128 0.047

AUS3 -0.002 0.112 0.072 0.021

DNK1 0.046 0.007 0.044 0.007

DNK2 0.010 0.022 0.013 0.011

DNK3 -0.007 0.023 From -0.005 0.014

SM36DNKFIN
FIN1 0.083 0.059 0.068 0.054

FIN2 -0.095 0.075 -0.099 0.044

FIN3 -0.053 0.113 -0.039 0.077

Table 18: Genetic correlations calculatedfrom SM36 (CALC) or estimated with SM38
and CM8 (and standard errors) in the case "FRA-AUS-DNK-FIN" and in the case
"FRA-AUS-CAN-EST".

...:......::::~----:...._-------

Case "FRA - AUS - DNK - FIN"

DNK FIN

FRA CALC
SM38
CM8

0.930 0.825
0.930 (0.012) 0.833 (0.024)
0.941 (0.003) 0.798(0.009)

0.899 0.766
0.927 (0.014) 0.805 (0.048)
0.930 (0.007) 0,862 (0.045)

AUS CALC
SM38
CM8

0,810
0.812 (0.013)
0.823 (0.007)

0,729
0,733 (0.025)
0,643 (0.013)
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0,786
0.805 (0.011)
0.780 (0.014)

0.672
0.712 (0.026)
0.639 (0.068)



Table 19: -210gL and information criteria for CALC, SM38 and CM8 in the case "FRA
AUS-DNK-FIN" and in the case "FRA-AUS-CAN-EST".-------------

Case "FRA - AUS - DNK - FIN" Case "FRA - AUS - CAN - EST"

CALC SM38 CM8 CALC SM38 CM8
-2logL 572423.7a 572419.9 572389.0 580977.0a 580962.5 580931.0

572422.7b 580972.8b
AIC 572487.9 572477.0 581030.5
BIC 572783.8 572859.9 581326.7
a. calculated with residual and sire variances obtained from the two SM36
b. calculated with residual and sire variances obtained from SM38

581019.0
581402.4

Genetic correlations calculated (CALC) and estimated with SM38 were nearly the
same for the case "FRA-AUS-DNK-FIN". In the other case, they differed by at most
0.039, but this difference was smaller than the standard error (0.048; Table 18).
Differences between CALC and SM38 could be explained by the fact that the 8 countries
were analyzed jointly in SM38. Additional information could be utilized, compared with
the separate analyses of these countries with SM36. The number of ancestors was larger,
which could create additional genetic links between countries. The higher differences
between CALC and SM38 in the case "FRA-AUS-CAN-EST" could be explained by the
strong links that could be created by Canada, a very well-connected country. Estimates of
the coordinates were more precise with SM38 as shown by the difference in standard
errors in Table 17.

Two options were considered for the computation of -210gL for CALC. Firstly, the
parameters used were coordinates and residual and sire variances obtained from the two
SM36 analyses. For the axes countries, for which there was a double set of estimates
from the two SM36 runs, the average was considered (CALCa). Secondly, -210gL for
CALC was calculated by using the same coordinates as before, but by considering the
residual and sire variances obtained from SM38 (CALCb). This -210gL was lower than
CALCa. For both country combinations considered, the -210gLcomputed for CALC were
a little higher than with SM38 (Table 19).

The difference between CALCa and CALCb could be attributed to the different
residual and sire variances. CALCb and SM38 had the same residual and sire variances
but were still different due to the differences in the genetic correlations observed in Table
18.

Comparison of SM38 and CM8 results agreed with previous ones, in part 1: genetic
correlations of poor connected countries (Finland and Estonia) varied the most; reduction
of parameters from 44 with eM8 to 34 compensated the higher -210gL obtained with
SM38, as shown by the lower BIC.
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III.B.3.lnfluence of choice of the axes countries

1II.8.3.a. Effect of replacing the Netherlands by
Germany

Two subsets of countries were analyzed. For each of them, 2 different combinations
of axes countries were used in the structural model: one with the Netherlands, USA, New
Zealand and Hungary, and the other one replacing the Netherlands by Germany. Results
are in Tables 20 and 21. Genetic correlations, -2logL and coordinates were compared.
Volume defined by the axes countries were computed as explained in Figure 6.

Table 20: Replacing the Netherlands by Germany in the axes countries.

Axes countries

NLD - USA - NZL - HUN
DEU - USA - NZL - HUN

Added countries

DEU - FRA
NLD - FRA

No.
countries
6
6

-2logL

607687.2
607687.2

Deviation
in Rg
o
o

NLD - USA - NZL - HUN

DEU - USA - NZL - HUN

DEU- CAN - EST 7

NLD-CAN-EST 7

577019.0 0

577019.0 0

\

(xo-x,4)

(Yo - YA

(zo - ZA)

Coordinates:
A (XA ; YA ; ZA)
B (xs ; Ys ; zs)
C (xc; Yc ; zc)
D (xo ; Yo ; zo)

(xc -x,4)

(YC-YA)

(ZC-ZA)

v= Idet (AB, AC, AD) I

Source: http;/lc.caiglwertji'ee.ji'lresll/neillod234.htlll[

Figure 6: Computation ofthe volume of
the parallelepiped.

B

A

Volume of parallelepiped
defined by A, B, C, D:

0.006

0.064
0.063

0.029
0.070
0.017
0.015
0.007
0.076
0.007
0.005
0.027

0.066
0.095
0.102

!HJ4J3

o 0
o 0
o 0

0.125 0.008 0.080
o 0
o 0

0.193 0.084 -0.185
0.329 0.035 0.208

o 0
0.144 0.027 0.104

-0.017 0.043 0.010
0.115 0.016 0.115
0.090 0.009 0.024
0.072 0.007 -0.112
0.000 0.031 0.000
0.080 0.007 0.050
0.011 0.007 -0.036
0.000 0.015 0.000
0.077 0.073 0.176

-0.131 0.074 -0.102
-0.082 0.096 -0.082

(UJ35

DEU or NLD 1
DEU or NLD 2
DEU or NLD 3
USA 1
USA2
USA3
NZL 1
NZL2
I\lZL 3
HUN 1
HUN 2
HUN 3
NLD or DEU 1
NLD or DEU 2
NLD or DEU 3
CAN1
CAN2
CAN3
EST1
EST2
EST3
Mean SiE
Volurne

Table 21: Coordinates and volume defined
by the axes countries, for the combination of 7 countries.

DEU BE NLD BE
as center as center
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For both sets of countries, -2log likelihood and estimated genetic correlations were
independent from whether Germany or the Netherlands defined the origin. The only
difference was that space defined with Germany was more voluminous (4.7602E-03
cubic unit) than space defined with the Netherlands (1.9131E-03 cubic unit), and the
standard errors were in average lower with Germany, as shown at the end of Table 21.

III.B.3.b. Effects of replacing New Zealand by
Australia as axes country

Genetic correlations between The Netherlands, USA, Hungary, Canada and Estonia
were compared when they were estimated with 2 different combinations of axes
countries: Netherlands-USA-New Zealand-Hungary (SM36NZL) and Netherlands-USA
Australia-Hungary (SM36AUS) (Table 22).

Table 22: Deviations SM36NZL-SM36AUS!or the genetic correlations and the standard
errors.

USA HUN CAN EST
NLD -0.003 0.000 -0.003 -0.004

0.000 0.000 0.000 0.000
USA 0.000 0.000 -0.003

0.000 0.001 0.000
HUN 0.000 -0.001

-0.018 -0.021
CAN 0.000

-0.002

As in the previous example, replacing New Zealand by Australia had small influence
on the estimates of genetic correlations. The volume defined by axes countries including
New Zealand was larger (1.32E-03 cubic unit) than with Australia (3.74E-04 cubic unit).
Standard errors were equal or lower with New Zealand as axes-country.

!lI.B.4.Genera! discussion

Selection of countries to define the axes, and number of dimension for the structural
model are an important issue. Information criteria could be used to compare structural
models with different combination of countries and number of axes, and select the best
one. The main question is to know how much the differences between genetic
correlations estimated with the structural model and with the classical model are
acceptable compared to the benefit of reducing the number of parameters.

If the information criteria give the same results, the structural model with axes
countries defining the most voluminous space seemed to be more interesting by reducing
the standard errors. The further away the axes countries are, the more stable the genetic
correlations are. Indeed, a small change of the distance affects the genetic correlations
only slightly when the distance between two countries is large and an exponential
function is used (Figure 3). In addition to volume, another criterion should be defined to
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guarantee that the volume is large because all the countries are far away, and not because
one country has extreme coordinates. This criterion could involve for example distances
or areas.

For the current study, the total number of deregressed national breeding value was
used to compute BIC. The reliability of the breeding value was not considered to weigh
the number of observations. It would be interesting to verify if the BIC are also the lower
with the structural model when the reliability is considered to compute BIC.

It seems reasonable to include at least one well-connected country among the axes
countries, like the USA. Poor connected countries are not stable enough in their
correlations to be chosen as axes countries.

The structural model might be more advantageous for poor connected countries than
the classical model, because it uses indirect information. For example, 2 countries could
have no links between each other but could be connected with some of the axes countries.
These links with the axes countries would make it possible to determine the coordinates
of these 2 unconnected countries in the same space, using the structural model. Then, the
distance between the 2 unconnected countries could be calculated to determine their
genetic correlation.

This study shows that the structural model would allow a decrease of the number of
runs to determine the matrix of the genetic correlations between the countries. The
coordinates of different sets of countries analyzed by a structural model with the same
axes countries could be combined. Thus, if a new country wants to participate to
INTERBULL evaluation, only correlations with the axes countries need to be estimated.
This country would be placed in the same space as the other ones, and all the correlations
could be computed from the distances between countries. This method would avoid a
direct time-consuming estimation of all the genetic correlations with the current 26
breed*countries. Before to use it, it would be necessary to ensure that the new
participating country is correctly represented in the space defined by the axes countries.

Most of the correlations estimated with SM or CM were similar or lower than those
used by INTERBULL in international evaluation of February 2003. Differences could
partly be attributed to difference in data selection to estimate genetic correlations.
Moreover, when links are poor between countries, INTERBULL uses other procedures to
determine the correlations, as explained in Appendix 3. Other difference is that
INTERBULL uses the heritabilities provided by the countries to estimate the genetic
correlations: the residual variances are not estimated contrary to the current study.

The residual and the sire variances estimated with the structural model and the
classical model were in most cases similar, with differences less than 2%. However, in
some cases, residual variances estimated with SM and eM differed by 5 to 10 %. In the
classical and structural models, the estimates of residual and sire variances can be slightly
different (from 1 to 10%) depending on the particular combination of countries included
in the subset.
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One of the advantages of the AI-RE:ML algorithm is the asymptotic approximation of
the standard errors of the estimates. Estimation of the parameters with the structural
model needed 0.6 Gb of memory and took some hours for 5 countries, to 2.1 Gb and a
half day for 8 countries. Current estimation of the correlations needs the same memory
capacity, but takes longer time. The number of iterations with the structural model was
usually higher than with the classical model. Some improvements of the algorithm can be
done with respect to the rules of convergence and the way to change the step size. In the
current algorithm the step size decreased by a factor two. Other more sophistical changes
could be implemented for the step size. Such changes would allow reducing the time to
estimate the correlations.

Finally, the structural model could be tested on other traits, like conformation traits
which are less correlated than production traits. Best combinations of countries to define
axes would not be necessarily the same than for milk yield.

Conclusion

The structural model of Delaunay et al. (2002) applied on Holstein milk yield
international data and using an AI-REML was able to explain genetic covariance between
countries. These examples show that reduction of the number of parameters is possible
with the structural model. This reduction compensated the constraints of the spatial
representation. These results are promising and much more drastic reduction of the
number of parameters could be planed in the future. Moreover, the use of the coordinates
of the countries to calculate the genetic correlations could reduce the number of runs
(thus the time) needed to determine the all genetic (co)variance matrix.

Other advantages of the structural model are that it allowed estimations of
correlations close to the border space. Also, countries themselves were used as
explanatory variables, and no extra information is needed contrary to Rekaya's structural
model.

Determination of the best axes countries and the optimal number of axes needs to be
investigate further, using information criteria and regarding the volume of the space
defined by the axes countries. An efficient procedure to select the best axes countries
with the optimal number of axes countries should be defined and tested.
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Appendix 1

The multiple-trait herd cluster model for international dairy sire evaluation.
(Weigel, K.A. and R. Rekaya. 2000)

Multiple-trait BLUP analysis, where each cluster is considered as a different trait, is
computed based on individual animal performances with this sire model:

Yijklmno= herd-year, + seasonj + age, + frequency, + ~ x DIMm + siren + errorijklmno ,

where
Yijklmno =first lactation milk yield,
herd-year, = interaction of herd and year of calving,
seasoIlj = season of calving (3-months season were used),
age; = age of cow at calving,
frequency! = number oftimes milked per day,
~ = regression coefficient,
DIMrn =days in milk,
siren = sire of cow, and
errOrijklmno= random residual.
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Appendix 3

Genetic correlation estimation procedure used by INTERBULL for production traits

From INTERBULL web site
www.interbull.org

" Estimation of genetic correlations among countries takes place in test-runs only, when
new or modified data are submitted from a country, according to the following procedure
(as per Interbull technical workshop of April 1995, Uppsala, Sweden):

Step 1:
Several subsets of countries are analysed. At the most 10 countries at a time are included
in each subset. Countries that are major link contributors (judged from the number and
origin of common bulls with multiple national evaluations) are always included in these
subsets. If multiple genetic correlation estimates are computed for a country pair, the
highest estimate is kept, as per Sigurdsson et al. (1996) showing that genetic correlations
may be under-estimated but not over-estimated by the method used.

Step 2:
In some cases sufficient links between countries may be missing, resulting in close to
zero genetic correlation estimates. If no reasonable correlations can be estimated via
indirect links with third countries, one the the following procedures is followed:

a) Estimates from another breed for the country pair are used, if applicable
b) Product moment correlations of common bulls, adjusted for national evaluation
accuracy are used (not a very frequent practice, since presence of common bulls will
likely result in reasonable correlation estimates using the approximate REML method of
Sigurdsson et al.)
c) Estimates from the low end of the correlation distribution are assigned; these would
normally range from .86 to .89 between two North Hemisphere countries and from .75 to
.78 between a North and a South Hemisphere country; the model of national evaluation is
also taken into consideration (countries with similar national evaluation models are
assigned higher genetic correlation estimates)

Step 3:
Since genetic correlation estimates are not derived simultaneously, the full covariance
matrix need to be bent in order to ensure it's positive definite.

Efforts to improve the procedure are currently under way. The use of covariance structure
of models that include genetic and non-genetic (eg, national evaluation model,
management practice etc) components in determining correlation estimates between
weakly or non-linked countries/populations is being studied. If a country is not linked to
the other countries in the evaluation system, its data are not included in the international
genetic evaluation,"
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Appendix 4

Two equivalent model specifications for MACE

The usual specification of a multiple-trait model is:

y = Xb+Za+e
(1)

with:
(1'2

W
- 1 0I I

var(e) =

0 (1'2
W

- 1
n n

-1/2 (1'2
WI I o

and

o
=n-1/2AD-1/2

=R

var(a) =G

var(y) = V =R+ZGZ'

o o

Pre-multiplying the vector of observations with n-l12 and nested regression for fixed and
random effects such that the design matrices for fixed and random effects become

n-1/2x and n-1/2z,respectively, leads to the following model specification:

n-l/2y = n-l/2Xb+n-l/zz.a+n-l/2e

or

Yo =Xob+Zoa+eo
(2)

Note that:

var(yo) =V
o
=var(D-1/2y ) =n-1/2 var(y )D-1/2 =D-!/2vn-1/2

Yo-I = [D-1/2yn-1/2T1
= n!/2y-ln J!2

var(eo) =Roo =var (n-1/2e) =n-1
/
2 var]e) n-1

/
2 =n-1/2])1/2AD1/2n-1/2

=1\
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Log likelihood for a mixed linear model

Assuming normality of the random effects, -2 times the logarithm of the restricted
likelihood for the model (1) is:

-2Iogf(e IK'y) = (n- p ) log (21Z") +loglK'VKI +y'K(K'VKfl Ky
Here nand p are the number of observations and rank of the design matrix for fixed
effects, respectively. K is a matrix for which the following condition holds: K'X=O.

The following equalities can be shown to hold:

y'K (K'VK)-l K'y = (y - Xb)' V-I (y - xe)

logIK'VKI = loglVI + log IX'V-IXI

log IVI +logIX'V-IXI =log IRI + logIGI + log lei
where C denotes the Henderson mixed model equation.

Hence, the logarithm of the restricted likelihood can be rewritten as:

-2Iogf(e IK 'r) =(n - p ) log(21Z") + log/R\+ loglGI+ loglC\ +
,

(y - xs) V-I (y - Xb )

Similarly, the logarithm of the restricted likelihood for model (2) can be written as:

-2Iogf(eoIK 'Yo) =(n - p )log(21Z") +loglRol + loglGI +loglCol +

(Yo - Xob)' V-I (Yo - Xob)

Next the difference between both log restricted likelihoods is determined. The first term
is equal, as the number of observations and fixed effects is the same in both analyses. The
genetic variance-covariance matrix - and therefor the third term - is the same for both
models. With respect to the fourth term (determinant of the mixed model equations), note
that:

c _[X:R:IX o X:R:IZo ]

o Z'R-IX Z'R-1Z +G-1
o 0 0 0 0 0

[
X'n -I/2AD-I/2X x'n-1/2AD-!/2Z ]

- Z'])-!/2A][r!/2x z'n-!/2AD-l/2Z +G-1

= [X'R-IX... )CR-1Z.]
Z;'R-1X 1/R-1Z+C-1

=c
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Thus the fourth term is the same for both models.

The last term is also the same in both log restricted likelihoods:

Yo - Xob = D-1/Zy - D-ljzXb = n-l/2 (Y - Xb)

(Yo - Xob)' y;l (Yo - Xob ) =(y - Xb)' n-I/ZnI/Zy- lnI/2n-I/2 (Y - Xb)
,

=(y-Xb) V-I(y-Xb)

The only remaining term is the second one:

log IRj = logIn-I/2AD-I/zi

= logIn-l/2/ +logIA! +logIn-I/Z!

= logID-1/2! +log IRaI+ log!D-l/zi

Thus, the difference between logarithm of the restricted likelihood is twice the
determinant of n- lIz

• D-1I2 is a diagonal matrix with elements equal to the inverse of the
square root of weights given to each observation. Note that the determinant of a diagonal
matrix equals the product of all elements. Then:

2logln-I/zl = -2log(~.F: .....F:)
=-log(~'~'F:'F:""'F:'F:)
= -log( WI' Wz' .. "~l)

= -log (WI ) -log (Wz) - ... -log (Wn )

Freddy Fikse
Interbull Centre
July 2003
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Appendix 5

Approximation of SE of rG among countries

Unstructured genetic variance-covariance matrix

The genetic correlation between two countries is computed as:

r. = O"aa'
G ~ 2 2'

O"a -v:
where:

O"aa' =genetic covariance between both countries

0"; =genetic variance in a country

The estimate of the genetic correlation, rG , can be approximated with a first order Taylor

series expansion around the true variance components:

A ( A ) orG ( A 2 2) orG ("2 2) orG'o ~ rG + O"aa' - O"aa' --+ O"a - O"a --2+ O"a' - O"a' --2-
oO"aa' oO"a oO"a

The variance of rG can then be approximated as:
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2 .. ." A "2
The parameters (rC ' (J'aa" (J'a) are fixed variables, but the estimators (rc ' (J'aa" (J'a )

are random variables. Thus all variance and covariance terms involving rc in the previous

expression are zero. Likewise, the other variance and covariance terms can be simplified,
for example:

The expression for the variance of rc can then be simplified to:
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The variances and covariances in this expression are for example obtained from the
inverse of the average-information matrix of an Al-Reml program.

The partial derivatives of the genetic correlation are:

arG _ a O'aa' 1

aO'aa' aO'aa' ~O';. a;. ~O';. a;.
arG _ a O'aa' O'aa' =

aO'; aO'aa' ~O'; '0';. 2·0'; '~O'; '0';.
Since the true parameters are not known, the (restricted) maximum likelihood estimator is
used instead.
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=rG +D'.[p.p ]

"Pi-Pi
'"P2 - P2
'"P3 - P3

" [dr,GT. :::::.r, + -
G G d

'Pi

The genetic correlation between two countries is computed as:

rG =exp(-dij)'
where:

dij = L(X ik - X jk )

2

, the distance between both countries as
k

a function of coordinates Xik and Xjk.

Approximation of SE of rG among countries

40

Structural model

For example, four countries can be represented in a three-dimensional space. Let the
coordinates for the second and third country be (PhO,O) and (P2,P3,O), respectively. The
genetic correlation between the second and third country is equal to:

rG =exp (-~(P2 - PI)2 +(P3)2)

Hence the variance of rG is computed as:

In matrix notation this can be written as:

The Taylor series expansion for rG develops into:

Var (rG ) ~ Var (rG ) +Var (D 9 • [ p. P J)
=D9.Var([P~F J).D
=D 9 • Var (P).D

since both ro and P are fixed variables. Note that Val' (p)is (a submatrix of) the inverse



Freddy Fikse
Interbull Centre
May 2003
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Appendix 6

Comparison CM6-SM36
Denmark and Finland added to the axes countries.

Estimated genetic correlations from SM36 and their standard errors (above diagonal),
deviations (SM36-CM6) in estimated genetic correlations and deviations in standard
errors (below diagonal).

NLD USA NZL HUN DNK FIN
NLD 0.928 0.778 0.857 0.954 0.872

(0.006) (0.016) (0.016) (0.007) (0.030)

USA 0.002 0.726 0.885 0.969 0.897
0.002 (0.012) (0.020) (0.010) (0.039)

NZL -0.007 0.016 0.686 0.749 0.687
0.007 0.001 (0.014) (0.017) (0.023)

HUN 0.000 0.000 -0.001 0.869 0.846
0.009 0.015 0.001 (0.013) (0.075)

DNK 0.000 -0.004 -0.062 -0.008 0.887
0.005 0.009 0.009 0.007 (0.044)

FIN 0.009 0.030 0.078 0.014 -0.029
0.023 0.032 0.007 0.067 0.039

In bold: more than 0.02 of difference in Rg
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Appendix 7

Coordinates and standard errors obtained from combination of SM36FRAAUS and
SM36CANEST (CALC) and those estimated with SM38

CALC SE SM38 SE

NLD1 0 0
NLD2 0 0
NLD3 0 0

USA1 0.079 0.080 (0.006)

USA2 0 0
USA3 0 0

NZL1 -0.224
Average of

-0.218 (0.050)SM36FRAAUS
NZL2 0.132 and 0.154 (0.077)

NZL3 0 SM36CANEST 0

HLlN1 0.109 0.133 (0.026)

HUN2 0.030 0.104 (0.025)

HUN3 0.111 0.017 (0.084)

FRA1 0.010 (0.011) 0.003 (0.012)

FRA2 0.068 (0.020) 0.057 (0.029)

FRA3 0.017 (0.071) 0.044 (0.037)

From
AUS1 -0.113 (0.043) SM36FRAAUS -0.132 (0.029)

AUS2 0.148 (0.043) 0.114 (0.046)

AUS3 -0.002 (0.112) 0.061 (0.027)

CAN1 0.051 (0.006) 0.049 (0.006)

CAN2 -0.029 (0.007) -0.002 (0.020)

CAN3 0.004 (0.033) 0.029 (0.006)
From

EST1 0.169 (0.095) SM36CANEST 0.129 (0.083)

EST2 -0.116 (0.172) -0.086 (0.136)

EST3 -0.093 (0.147) 0.146 (0.090)
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Abstract

One of the major problems of MACE is the computation of the genetic correlations
between countries. An advantage of structural models is the option to reduce the number
of parameters to estimate. The structural model used here defines the genetic correlations
between 2 countries as an exponential function of the Euclidian distance between them.
In this structural model, (k+1) countries can be represented in a k-dimensional space. The
reduction of the number of dimensions of the space allows to reduce the number of
parameters. For example, in a 3-dimensional space only 72 coordinates need to be
estimated to compute 325 genetic correlations between 26 countries.

This structural model was successfully tested on simulated data, and on the current
genetic correlations matrix used by INTERBULL. The first aim of the present study was
to compare results of the structural model used on international data with results of an
"unstructured" model. The second .aim was to study the possible use of the coordinates of
different structural models related to the same space, to calculate directly genetic
correlations, without having to estimate them. The third aim was to analyze the influence
of the choice of the axes countries.

Deregressed national breeding values used for Holstein milk yield international
evaluation of February 2003 were analyzed. Several subsets of countries were
considered. The structural model and a classical model were applied to estimate the
genetic correlations between countries, using an AI-REML algorithm implemented in the
AIREMLF90 program. Countries chosen to define axes in the structural model were
based on the results from a previous study that applied a cluster analysis: The
Netherlands as centre of the space, USA to define the I" axis, New Zealand for the 2nd

axis and Hungary for the 3rd axis.

Genetic correlations estimated with the structural model were very close to those
estimated with the classical model. Larger differences (e.g., 0.06 for the correlation
between Denmark and New Zealand) concerned the least connected of the countries
considered. The standard errors of genetic correlations ranged from 0.006 to 0.058
depending on the amount of genetic ties. The -210gL was slightly higher for the structural
model than for the classical model, but Bayesian information criterion favoured the
structural model because of the lower number of parameters. Combining the coordinates
obtained from different structural models related to the same space gave similar genetic
correlations (differences were lower than the standard errors) and similar -210gL
compared to the joint analyses of the countries. By this way, the number of runs needed
to estimate all the genetic correlations can be reduced drastically. The change of some of
the axes countries shows that the estimated genetic correlations were more precise when
the volume defined by the axes countries was large.

Determination of the optimal number of countries to define the axes and the choice of
the axes countries needs to be investigated further, using e.g. information criteria and
volume of the space defined by axes countries.
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